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Abstract 

Background: Simulation models can be used to quantify the projected health impact of interventions. Quantify-
ing heterogeneity in these impacts, for example by socioeconomic status, is important to understand impacts on 
health inequalities. We aim to disaggregate one type of Markov macro-simulation model, the proportional multistate 
lifetable, ensuring that under business-as-usual (BAU) the sum of deaths across disaggregated strata in each time step 
returns the same as the initial non-disaggregated model. We then demonstrate the application by deprivation quin-
tiles for New Zealand (NZ), for: hypothetical interventions (50% lower all-cause mortality, 50% lower coronary heart 
disease mortality) and a dietary intervention to substitute 59% of sodium with potassium chloride in the food supply.

Methods: We developed a disaggregation algorithm that iteratively rescales mortality, incidence and case-fatality 
rates by time-step of the model to ensure correct total population counts were retained at each step. To demonstrate 
the algorithm on deprivation quintiles in NZ, we used the following inputs: overall (non-disaggregated) all-cause mor-
tality & morbidity rates, coronary heart disease incidence & case fatality rates; stroke incidence & case fatality rates. We 
also obtained rate ratios by deprivation for these same measures. Given all-cause and cause-specific mortality rates 
by deprivation quintile, we derived values for the incidence, case fatality and mortality rates for each quintile, ensur-
ing rate ratios across quintiles and the total population mortality and morbidity rates were returned when averaged 
across groups. The three interventions were then run on top of these scaled BAU scenarios.

Results: The algorithm exactly disaggregated populations by strata in BAU. The intervention scenario life years and 
health adjusted life years (HALYs) gained differed slightly when summed over the deprivation quintile compared to 
the aggregated model, due to the stratified model (appropriately) allowing for differential background mortality rates 
by strata. Modest differences in health gains (HALYs) resulted from rescaling of sub-population mortality and inci-
dence rates to ensure consistency with the aggregate population.

Conclusion: Policy makers ideally need to know the effect of population interventions estimated both overall, and 
by socioeconomic and other strata. We demonstrate a method and provide code to do this routinely within propor-
tional multistate lifetable simulation models and similar Markov models.

Keywords: Simulation modeling, Heterogeneity, Markov model, Proportional multistate lifetable, Inequalities, 
Sodium, Salt, Cardiovascular disease
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Background
Quantifying the health impacts of population inter-
ventions by social strata is necessary for the design of 
effective policies to reduce health inequalities. These 
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analyses are often based on simulation models, which 
attempt to quantify the future health (and cost) impacts 
of interventions. For example: what is the health gain 
of various tobacco [1], diet [2–5] and other preventive 
interventions by socioeconomic groups? And, how will 
the intervention change health inequalities?

Simulating interventions by socioeconomic group is 
difficult. The heterogeneity of epidemiological param-
eters (e.g. incidence, mortality, morbidity, case fatality, 
etc.) across socioeconomic strata and determining their 
effects on simulation outputs is challenging; both in 
specifying the relevant inputs correctly, and coherence 
in the modeling (e.g. ensuring that deaths and other 
outputs such as prevalence sum across strata to return 
that in the aggregated population).

For an illustrative example, consider a lifetable simu-
lation for a population of 2000 members. Suppose that 
the mortality risk of the population is 1 per 100 and 
increases by 20% per year for 20  years to account for 
aging. After the first year, there will be an expected 
1980 people alive, and by the 20th year, the expected 

population will decrease to 367.4. The person-years 
lived by annual cycle are shown in Fig. 1.

Now suppose that our population is comprised of two 
distinct groups, e.g., high and low socioeconomic status 
(SES) groups, each with 1000 people. Suppose also that 
one group has twice the mortality risk of the other. Set-
ting the mortality risks for the groups to be 4/3 and 2/3 
deaths per 100 respectively yields the same expected 
number of living people after the first year as were 
obtained previously (i.e., 1980). By applying the annual 
20% increase of mortality risk to each group and simulat-
ing to the end of 20th year, we generate the number of 
person years as shown in Fig. 1. In the 20th annual cycle 
there are 322.2 and 105.0 expected person years lived 
in the high and low mortality group respectively. This 
sums to 427.3, which is greater than the 367.4 obtained 
when the population was modeled as a whole. That is, the 
mortality parameters are mis-specified in the stratified 
model, because differing mortality rates by strata change 
the proportional distribution of people across strata 
away from 50:50 over time. An intervention scenario 
imposed on top of these mis-specified lifetables likewise 
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Fig. 1 Demonstration of the principle issues addressed in our study: Persons years lived by annual cycle for a population of initial size n = 2000, 
with mortality rate 1 per 100 person years in the first year, and the high and low SES groups (each N = 1000) that make up this total population. 
The mortality rate in the low SES group is twice that in the high SES group at baseline (i.e. 0.667 and 1.333 per 100 person years, respectively). The 
mortality rate increase by 20% per annum in the total population, and each SES group
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incorrectly estimate the health gains for each stratum and 
the differences in health gain by stratum (i.e. the inequal-
ity impact).

The purpose of our study was to develop methods to 
disaggregate populations in Markov macro-simulation 
models, particularly proportional multistate lifetable 
models (PMSLT) [6, 7], retaining fidelity with the aggre-
gate population in terms of numbers of deaths and other 
event counts. In so doing, we are implicitly assuming that 
aggregate epidemiological data (and forecasts for model-
ling interventions into the future) are more accurate than 
disaggregated data. For example, we assume that fore-
casts of future mortality and incidence rates by sex and 
age are more accurate (and more readily available) than 
such estimates additionally stratified by socioeconomic 
status. We are also adhering to a ‘burden of disease 
approach’ that places and emphasis on ensuring ‘every-
thing adds up’ – at least in the business-as-usual (BAU) 
epidemiological model. We searched the literature for 
previous publications on this topic but could find none 
(see “Appendix 1: Abstracts from literature search”).

A few extensions of multistate models accounting for 
heterogeneity have been observed in the literature. Such 
extensions have highlighted, in a disease-free context 
with independent populations, that mortality is under-
estimated if heterogeneity is not accounted for [8, 9]. 
Further, log-linear, hazard, or Bayesian regression [10] 
methods can be used to calculate differences in multistate 
life table parameter values by an explicitly defined heter-
ogenous parameter of interest (say, SES or education) for 
further simulation. Other related works in epidemiology 
and demography demonstrate methods for obtaining the 
mortality of diseased and non-diseased cohorts from the 
overall mortality rate in continuous time PMSLT models 
[11, 12].

Our work differs from the previous literature in that we 
use a proportional version of multistate lifetables where 
rates only vary at discrete time steps. We also treat the 
aggregate population as the ‘working truth’, with our task 
being to obtain a unique set of valid rates for the strata in 
order to quantify the impacts on health inequalities.

First, we outline the mathematics of disaggregating 
populations, such that separately simulating the transi-
tions of each sub-stratum under BAU through its state 
transition Markov chain yields death counts and person-
years lived that are identical with the aggregate popula-
tion. Second, we demonstrate intervention scenarios 
applied to both the aggregate and deprivation-stratified 
models. We deliberately chose interventions that do not 
have differing effect sizes by deprivation quintile. The 
three modeled scenarios are two hypothetical interven-
tions (50% lower all-cause mortality, 50% lower coronary 
heart disease mortality) and a dietary intervention to 

substitute 59% of sodium chloride with potassium chlo-
ride in the food supply in New Zealand.

We apply this disaggregation method to the disease and 
all-cause components of a PMSLT model. An interven-
tion model, though, first calculates the intervention effect 
size as a change in risk factor distribution (now and into 
the future) to then generate a population impact fraction 
(PIF; or difference in disease incidence rates between 
BAU and intervention scenarios). We assume the mod-
ellers estimate the PIFs by strata of variable we are dis-
aggregating the lifetables for, and therefore we do not 
present methods for disaggregation of PIFs.

Methods
We consider two separate Markov processes which 
describe the mortality and disease lifetables used in 
PMSLT modeling [6, 7].

The mortality lifetable
The mortality lifetable of a population P measures met-
rics such as the number of deaths, life years and life 
expectancy, capturing snapshots at discrete timesteps 
(e.g. years). Let At and Dt denote the number of people 
alive and dead at the end of the t-th timestep. We assume 
A0 = N  and D0 = 0 , where N  is the total number of peo-
ple that are observed initially, and for each t we have a 
mortality rate mt . Then:

In the mortality lifetable disaggregation problem, P 
consists of n underlying sub-populations P1, . . . ,Pn , 
where we assume that members of P remain in their 
respective sub-populations for life. The initial population 
for each P1, . . . ,Pn are known, and the initial mortality 
rates are known (either given, or solvable using mortality 
rate ratios between strata). However, whilst mt , the total 
population mortality rate by future time step, is given, 
the stratum-specific mortality rates over time are not 
given. This situation is not uncommon, e.g. we may know 
the starting disaggregation of a population by socioeco-
nomic strata, and the rate ratios for mortality or disease 
incidence comparing strata, but not the exact rates by 
strata over time. The goal is to use the aggregate popu-
lations mortality rates, the rate ratios comparing strata, 
and starting distribution of each sub-population ( Pk ) to 
solve the mortality lifetables for each P1, . . . ,Pn . The sub-
populations lifetables must be consistent with that of the 
aggregate population: at each time timestep t , the sum 
of the people in the alive (dead) compartment for each 

At = At−1e
−mt ,

Dt = Dt−1 + At−1

(

1− e−mt
)

⇒ Dt = N − At
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sub-population is equal to the number of people in the 
alive (dead) compartment for the aggregate population. 
i.e.,

where Ak ,t and Dk ,t denote the number of people in 
the alive and dead compartments respectively for sub-
population k at time t. Thus, the disaggregation problem 
reduces to finding mortality rates mk ,t for each sup-popu-
lation k at timestep t > 0 such that:

If we let P1 be the reference sub-population, then 
the mortality rate ratios r for timestep t are given as 
scalars rmort

1,t , . . . , rmort
n,t  , where rmort

1,t = 1 , such that 
mk ,t = rmort

k ,t m1,t for each sub-population k . By substi-
tuting each rmort

k ,t m1,t into the consistency equations, 
we obtain a set of equations with a unique solution. By 
solving these, we are then able to obtain a unique set of 
sub-population mortality rates for the mortality lifetable 
disaggregation problem. A method for solving for these 
rates, and the proof of the uniqueness of the solution is in 
“Appendix 2: Disaggregation details”.

The mortality/morbidity lifetable
We now extend the mortality lifetable to a mortality/
morbidity lifetable that also includes HALYs which incor-
porate the effects of morbidity. Let Lt denote population 
life years at t , where

Our HALY unit is a rescaling of the life-year using dis-
ability rates. Let wt denote the prevalent years of life with 
disability (i.e. ‘YLDs’) from a burden of disease study at 
time t , divided by the population in that strata. Then the 
formula for HALYs at time t , denoted L∗t  , is:

For the mortality/morbidity lifetable disaggregation 
problem, an extension of the disaggregation problem in 
the previous

section, we are given a mortality/morbidity lifetable for 
a population P which includes all parameters from the 
mortality lifetable, along with morbidity weights wt and 
HALYs L∗t  . As before, P consists of n sub-populations 

At =

n
∑

k=1

Ak ,t

Dt =

n
∑

k=1

Dk ,t

At−1e
−mt =

n
∑

k=1

Ak ,t−1e
−mk ,t

Lt =
At + At−1

2

L∗t = Lt(1− wt)

P1, . . . ,Pn , with their individual population counts, 
mortality rates, and YLDs given for the first time step. 
The goal is to use the aggregate lifetable to determine 
the mortality rates and morbidity rates ( wt ) rates for 
each sub-population Pk , and hence obtain the mortal-
ity/morbidity lifetables for each P1, . . . ,Pn . We have to 
ensure alive population counts for sub-populations and 
the aggregate population agree and also total HALYs for 
the sub-populations agree with the aggregate population 
HALYs. That is:

where L∗k ,t denotes the HALYs for sub-population k at 
time t . To satisfy the above equations, we must solve val-
ues wk ,t for each k and t such that:

where Lk ,t denotes life years for sub-population k at t.
We can assume that the mortality lifetable disaggrega-

tion problem has been solved as a subproblem, since it 
can be independently solved using the method in “The 
mortality lifetable”  section. Then, we have alive popula-
tion values, such that At =

∑

n

k=1 Ak ,t , which implies that 
Lt =

∑

n

k=1 Lk ,t . Hence, we can simplify the HALY con-
straints to:

To solve the problem, we assume morbidity (morb) 
for each t (although in all likelihood ratios vary by age 
and sex, but are assumed constant over t), which are 
rmorb
1,t , . . . , rmorb

n,t  , and rmorb
1,t = 1 , such that wk ,t = rmorb

k ,t w1,t 
for each sub-population k . After substituting each 
rmorb
k ,t w1,t into the HALY constraints and solving, we 

obtain:

Thus, we are able to use morbidity ratios to uniquely 
disaggregate the mortality/morbidity lifetable such that 
the HALYs in the sub-population lifetables are consistent 
with the aggregate population lifetable.

The disease lifetable
A PMSLT, described in detail in [6, 7], works through 
changes in disease incidence or case fatality rates, where 

L∗t =

n
∑

k=1

L∗k ,t

Lt(1− wt) =

n
∑

k=1

Lk ,t
(

1− wk ,t

)

Ltwt =

n
∑

k=1

Lk ,twk ,t

wk ,t = rmorb
k ,t

Ltwt
∑n

j=1 r
morb
j,t Lj,t
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each disease is assumed independent of other diseases. 
Similar to the all-cause mortality and morbidity lifetable 
(above), the issue here is in ensuring that each disease-spe-
cific subsidiary lifetable also returns the numbers and rates 
or the total population before it is disaggregated by hetero-
geneity (eg. SES).

We now consider an alternative type of lifetable: the dis-
ease lifetable. This lifetable consists of three compartments: 
a healthy compartment S , diseased compartment C , and 
dead compartment D . At each timestep, members of the 
population in S transition to C according to the incidence 
rate, and from C to D according to the fatality rate. For 
some diseases, members can transition from C to S as per 
the remission rate, however, for simplicity, we do not con-
sider this possibility for now.

Let St , Ct and Dt denote the number of people in com-
partment S , C and D respectively at the end of the t-th step. 
We will assume initially that  D0 = 0 and S0 + C0 = N  , 
where N  is the total number of people initially observed. 
Let it and ft denote the incidence and fatality rates respec-
tively at t . The equations for St , Ct and Dt are given by the 
system:

These equations are premised on a simplifying assump-
tion that members of the population cannot die from the 
disease in the same timestep in which they contract the dis-
ease This assumption can, in practice, be mitigated through 
choosing an appropriately small timestep.

For the disease lifetable disaggregation problem, we 
are given the disease lifetable for an aggregate popula-
tion P complete with incidence rates it , fatality rates ft 
and population counts St , Ct and Dt at each timestep t . 
We assume that P consists of n separate underlying sub-
populations P1, . . . ,Pn , each with their own population 
counts, incidence rates and fatality rates. Let Sk ,t , Ck ,t 
and Dk ,t denote the number of people in the healthy, 
diseased and dead compartments respectively for sub-
population k at time t . We additionally assume for each 
sub-population we are given the initial disease preva-
lence, hence we can obtain Sk ,0 and Ck ,0 . The objective of 
the problem is to determine both the incidence rates and 
fatality rates of each sub-population Pk and hence obtain 
the disease lifetables for each P1, . . . ,Pn . The criteria for 
consistency for this disaggregation at each time timestep 
t are given by:

St = St−1e
−it ,

Ct = Ct−1e
−ft + St−1

(

1− e−it
)

,

Dt = N − St − Ct

i.e., we must choose incidence rates ik ,t and fatality 
rates fk ,t for each timestep t and sub-population k such 
that:

and

We once again assume that we are given rate ratios for 
the sub-population rates at each timestep t , specifically 
incidence rate ratios ri1,t , . . . , r

i
n,t such that ik ,t = rikw1,t 

for each k , and fatality rate ratios rf1,t , . . . , r
f
n,t such that 

fk ,t = rfkw1,t for each k.
We can apply the method used in the mortality prob-

lem to obtain unique incidence rates ik ,t that satisfy the 
constraints for the healthy population. After obtaining 
the sub-population incidence rates, the consistency con-
straint for the diseased population simplifies to:

Thus, by using two consecutive applications of the 
methods described in “Appendix 1: Abstracts from litera-
ture search”, first for the healthy compartment and inci-
dence rates and then for the diseased compartment and 
fatality rates, we can use the rate ratios to obtain a con-
sistent disaggregation of the disease lifetable.

The prototype code for the above methods is provided 
in a GitHub repository [13].

St =

n
∑

k=1

Sk ,t

Ct =

n
∑

k=1

Ck ,t

St−1e
−it =

n
∑

k=1

Sk ,t−1e
−ik ,t

Ct−1e
−ft + St−1

(

1− e
−it

)

=

n
∑

k=1

[

Ck ,t−1e
−fk ,t + Sk ,t−1

(

1− e
−ik ,t

)]

Ct−1e
−ft + St−1 − St =

n
∑

k=1

[

Ck ,t−1e
−fk ,t + Sk ,t−1 − Sk ,t

]

⇒ Ct−1e
−ft +

(

St−1 −

n
∑

k=1

Sk ,t−1

)

−

(

St −

n
∑

k=1

Sk ,t

)

=

n
∑

k=1

Ck ,t−1e
−fk ,t

⇒ Ct−1e
−ft =

n
∑

k=1

Ck ,t−1e
−fk ,t
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Case studies of interventions by deprivation strata
Our case studies are applied to the NZ population, which 
we disaggregate by small area deprivation (a census index 
at the geographic unit of about 100 individuals).

Intervention 1: 50% reduction in ACMR
Our first intervention is a hypothetical 50% reduc-
tion of the all-cause mortality rate (ACMR) for Māori 
females (Māori being the Indigenous population of 
NZ and suffering elevated levels of deprivation, and a 
determinant of SES hence we routinely stratify by sex, 
age and ethnicity prior to then stratifying by SES). This 
intervention acts directly upon the mortality/morbid-
ity lifetable by modifying the ACMR and so does not 
require modeling of any disease lifetables. Additional 
file 1: Table S1 shows the aggregate ACMR and morbid-
ity values for Māori females at each age and Additional 
file  1: Table  S2 gives the aggregate population counts 
for each 5-year age group. We apply an annual percent-
age change in mortality (APC) of -2.5% to the ACMR 
values for each year after 2011 until 2026 [14].

To uniquely disaggregate the main lifetable for Māori 
females we use the rate ratios for five categories of dep-
rivation obtained from routine health data for ACMR 
and morbidity values (Additional file  1: Tables S3 and 
S4 respectively). The initial proportions for the five 
strata are set at 20% each.

To apply the intervention, we multiply each business-
as-usual (BAU) ACMR rate by 0.5 for both the aggre-
gate and stratified populations.

Intervention 2: 50% reduction in CHD incidence
In our second intervention, we reduce the incidence 
rate of coronary heart disease (CHD) for Māori females 
by 50%. This intervention requires the modeling of a 
CHD disease lifetable as well as the main mortality/
morbidity lifetable. The incidence rate, fatality rate, 
morbidity ratio and initial prevalence values for the 
aggregate population are given in Additional file  1: 
Table S5. We assume an APC of -2% for both incidence 
and fatality rates for each year after 2011 until 2026 
(giving a 4% per annum reduction in mortality).

To disaggregate the CHD lifetable, we use the rate 
ratios for five categories of deprivation from routine 
health data for CHD incidence and fatality rates given 
in Additional file  1: Tables S6 and S7 respectively. We 
also use prevalence ratios for CHD given in Additional 
file 1: Table S8 to obtain initial prevalence values for the 
sub-populations.

To apply the intervention, we multiply the CHD inci-
dence rate in BAU by 0.5 for both the aggregate and 

stratified populations. This change in incidence flows 
through into changes in CHD mortality and prevalence, 
and then to changes in all-cause mortality/morbidity in 
the main lifetable (as described in “The mortality lifeta-
ble”  section).

Intervention 3: 59% reduction in NZ sodium consumption
In our final example, we apply a real-world dietary 
intervention. As described in Nghiem et  al. [15], we 
assume that 59% of the dietary sodium in processed 
foods and table salt is replaced by potassium and mag-
nesium salts. This is estimated to reduce daily sodium 
intake by 51.5% for the NZ population. We assume that 
the effect size is the same across sub-populations (con-
sistent with similar sodium intakes across the sub-pop-
ulations considered here).

This intervention reduces the incidence rates of 
CHD and stroke (due to a reduction of systolic blood 
pressure). As such, our modeling involves both CHD 
and stroke disease lifetables. The CHD lifetables are 
obtained as per section  2.5. The stroke lifetables are 
similarly obtained using the aggregate values from 
Additional file  1: Table  S9 and rate ratios for inci-
dence, fatality and prevalence from Additional file  1: 
Tables S10, S11 and S12 respectively. We again assume 
an APC = − 2% for the incidence and fatality rates of 
stroke for each year after 2011 until 2026.

The PSMLT modeling technique we use to apply 
this intervention to the disease lifetables uses poten-
tial impact fractions (PIFs) to scale the BAU disease 
incidence rates. Our PIFs for each disease d ∈ {CHD, 
stroke}[7] are obtained using the RR shift method 
described in Barendregt and Veerman [16]:

where C is the set of risk exposure categories c , pc is 
the population fraction in category c , and RRc and RR∗

c 
are the relative risks of c before and after the interven-
tion respectively. The proportions of the female Māori 
population in sodium risk categories are obtained from 
our analysis of national nutrition survey data [17] and 
given in Additional file  1: Table  S13. To determine 
RRc and RR∗

c , we apply the relative risks per 1  g daily 
sodium increase, from Blakely et  al. [5] (to the mean 
sodium intakes for each category) where the mean 
intakes for RR∗

c are obtained from a 51.5% reduction 
of the BAU mean intakes. Supporting tables are pre-
sented in Additional file 1: Tables S14 and S15.

PIFd =

∑

c∈C pcRRc −
∑

c∈C pcRR
∗
c

∑

c∈C pcRRc
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Results
Table  1 shows the PMSLT outputs in BAU for 
60–64 year old Māori females (centered on age 62) alive 
in 2011, for the next 20 years until aged 82. Regarding 
ACMRs, there is no difference for the total population 
modeled in aggregate compared to the weighted aver-
age across deprivation heterogeneity strata—as there 
should be given the method described above. Simi-
larly, the total HALYs by cycle and summed to age 80, 
are identical between the aggregate and disaggregated 
PMSLT. Also shown in Table  1 are the ACMR for the 
least and most deprived quintile (with a rate ratio of 
1.5812 at age 62 decreasing to 1.1159 by age 82). Whilst 
the population distribution is 20% in each quintile of 
deprivation, the HALYs lived by the least deprived 
are greater than for the most deprived at all ages, and 
more so with increasing age such that summed from 
age 62 to 82 the least deprived have 121.9 (18.7%) more 
accrued HALYs than the most deprived—due to both 
higher morbidity and higher ACMR.

Table  2 shows the three intervention scenarios. For 
the (extreme) scenario of 50% reductions in ACMRs 
at all ages, the rate ratios comparing the most and least 
deprived Māori females are unchanged (as per specifica-
tion), and the rate differences are halved. By the age of 82, 
there is a difference in the aggregated population mor-
tality rate (0.0275) and that averaged (weighted) across 
quintiles (0.0276) at the third meaningful digit. Similarly, 
summed to age 82 the total HALYs incremental to BAU 
differ by 30 (0.2%) for the aggregate (13,233) compared 
to heterogeneity (13,204) models—due to the non-linear 
association of mortality rates with mortality risks, with 
mortality rates varying by strata.

Also shown in Table 2 are the measures of interest to 
assessing health inequality impacts of the interventions. 
For an intervention reducing CHD incidence by 50% and 
a ‘real world’ scenario of sodium substitution reducing 
both CHR and stroke incidence, there are reductions to 
the null in the ACMR rate ratio and rate differences—due 
to the higher rates of these diseases in deprived popula-
tions that make these interventions inequality reduc-
ing. Similarly, there are greater HALY gains for the 
deprived population in both relative and absolute terms 
(last two columns of Table 2; specifically, there is both a 
greater absolute incremental gain in HALYs for the most 
deprived (last column) and a greater relative gain (ratios 
in second to last column greater than 1)).

Discussion
We developed algorithms for mathematically disaggre-
gating a population into strata such that the lifetables 
for the sub-populations under BAU are consistent with 
the lifetable of the aggregate population. To the best of 

our knowledge, this method is the first of its kind to per-
form this disaggregation with mathematical guarantees 
of consistency for the sub-populations (see discussion in 
“Background”  section). These guarantees allow the lifeta-
bles for the sub-populations to be treated as the “working 
truth” and thus they can be used in simulations to esti-
mate HALY gains by strata without any loss of fidelity.

We find a modest difference in the sum of HALYs 
gained across strata compared to ‘simply’ applying the 
intervention to the aggregate population—a difference 
that arises due to the non-linear association of rates with 
risks (i.e. risk = 1 – exp[rate]), and where the intervention 
effect modeled separately across strata then summed is 
more accurate than modeled simply in aggregate (as het-
erogeneity is allowed for).

There are two main assumptions that are required for 
the disaggregated outputs to be reliable. First, we assume 
that the lifetable for the aggregate population has been 
correctly parameterized and that the outputs of the 
BAU simulations for the aggregate lifetables are accu-
rate for the population they model. This may be a strong 
assumption in practice; lifetable parameters are often 
obtained through projections and approximations and 
may involve a significant degree of uncertainty. However, 
since the sub-populations are mathematically consistent 
with the aggregate population, the amount of error in the 
estimated sub-population is only as large as that of the 
aggregate.

The second assumption is that the rate ratios com-
paring strata (e.g. disease incidence rate ratios), and the 
initial proportions in each sub-population accurately 
reflect reality. This implies that one must have accurate 
a priori knowledge of the relative differences between 
sub-populations.

The disaggregation algorithm is not computationally 
expensive to implement for typical applications (i.e., a 
manageable number of sub-populations), and should 
assist researchers aiming to quantify intervention effects 
by population heterogeneity.

Future research may try to integrate the system of dif-
ferential equations as outlined by Barendgredt et al. [18] 
for aggregate data, allowing for cohort members to both 
enter and leave states in the same cycle. However, this 
will make the system considerably more complex (we 
cannot guarantee there is a unique and obtainable solu-
tion, requiring optimization methods), which may make 
it more difficult to implement algorithms efficiently com-
pared to the simpler method we provide in this paper.

Conclusion
We provide a method for disaggregating population by 
heterogeneity in a PMSLT or markov model, whereby 
over future time steps total deaths and HALYs across all 
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heterogeneity strata sum to those in the parent whole 
population model. This method is intended for use in 
modelling of population interventions by (say) sex and 
age, but also by strata such as SES and disease risk, for 
policy making intended to reduce inequalities in health 
or focus on targeted populations to maximise cost 
effectiveness.

Appendix 1: Abstracts from literature search
We conducted a literature review to determine if meth-
ods to solve the problem of consistently solving for sub-
populations with simulation models had previously been 
proposed. We used the PubMed search engine with the 
Boolean string “(population) AND (disaggregation OR 
heterogeneity) AND (life table OR Markov process OR 
Markov chain) AND (rate OR transition probability) 
AND (technique OR algorithm)”, which was automati-
cally expanded on by the engine to include related and 
MeSH terms. This returned 82 results, to which we added 
5 articles that were found through previous searches. 
After screening titles and abstracts for relevancy, the 
list of articles was reduced to 14 (see below), of which 
we determined that none involved the same problem as 
investigated in this paper.

1. Title: The burden of chronic respiratory diseases and 
their heterogeneity across the states of India: the 
Global Burden of Disease Study 1990–2016.

 Abstract: BACKGROUND: India has 18% of the 
global population and an increasing burden of 
chronic respiratory diseases. However, a systematic 
understanding of the distribution of chronic respira-
tory diseases and their trends over time is not readily 
available for all of the states of India. Our aim was to 
report the trends in the burden of chronic respiratory 
diseases and the heterogeneity in their distribution 
in all states of India between 1990 and 2016. METH-
ODS: Using all accessible data from multiple sources, 
we estimated the prevalence of major chronic respir-
atory diseases and the deaths and disability-adjusted 
life-years (DALYs) caused by them for every state of 
India from 1990 to 2016 as part of the Global Burden 
of Diseases, Injuries, and Risk Factors Study (GBD) 
2016. We assessed heterogeneity in the burden of 
chronic obstructive pulmonary disease (COPD) and 
asthma across the states of India. The states were 
categorised into four groups based on their epide-
miological transition level (ETL). ETL was defined 
as the ratio of DALYs from communicable diseases 
to those from non-communicable diseases and inju-

ries combined, with a low ratio denoting high ETL 
and vice versa. We also assessed the contribution of 
risk factors to DALYs due to COPD. We compared 
the burden of chronic respiratory diseases in India 
against the global average in GBD 2016. We calcu-
lated 95% uncertainty intervals (UIs) for the point 
estimates. FINDINGS: The contribution of chronic 
respiratory diseases to the total DALYs in India 
increased from 4·5% (95% UI 4·0-4·9) in 1990 to 6·4% 
(5·8-7·0) in 2016. Of the total global DALYs due to 
chronic respiratory diseases in 2016, 32·0% occurred 
in India. COPD and asthma were responsible for 
75·6% and 20·0% of the chronic respiratory disease 
DALYs, respectively, in India in 2016. The number 
of cases of COPD in India increased from 28·1 mil-
lion (27·0-29·2) in 1990 to 55·3 million (53·1-57·6) in 
2016, an increase in prevalence from 3·3% (3·1-3·4) 
to 4·2% (4·0-4·4). The age-standardised COPD prev-
alence and DALY rates in 2016 were highest in the 
less developed low ETL state group. There were 37·9 
million (35·7-40·2) cases of asthma in India in 2016, 
with similar prevalence in the four ETL state groups, 
but the highest DALY rate was in the low ETL state 
group. The highest DALY rates for both COPD 
and asthma in 2016 were in the low ETL states of 
Rajasthan and Uttar Pradesh. The DALYs per case 
of COPD and asthma were 1·7 and 2·4 times higher 
in India than the global average in 2016, respec-
tively; most states had higher rates compared with 
other locations worldwide at similar levels of Socio-
demographic Index. Of the DALYs due to COPD in 
India in 2016, 53·7% (43·1-65·0) were attributable to 
air pollution, 25·4% (19·5-31·7) to tobacco use, and 
16·5% (14·1-19·2) to occupational risks, making these 
the leading risk factors for COPD. INTERPRETA-
TION: India has a disproportionately high burden 
of chronic respiratory diseases. The increasing con-
tribution of these diseases to the overall disease bur-
den across India and the high rate of health loss from 
them, especially in the less developed low ETL states, 
highlights the need for focused policy interventions 
to address this significant cause of disease burden in 
India. FUNDING: Bill & Melinda Gates Foundation; 
and Indian Council of Medical Research, Depart-
ment of Health Research, Ministry of Health and 
Family Welfare, Government of India

 Reference: [19]

2. Title: Interacting effects of unobserved heterogeneity 
and individual stochasticity in the life history of the 
southern fulmar.
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 Abstract: Individuals are heterogeneous in many 
ways. Some of these differences are incorporated as 
individual states (e.g. age, size, breeding status) in 
population models. However, substantial amounts 
of heterogeneity may remain unaccounted for, due 
to unmeasurable genetic, maternal or environmental 
factors. Such unobserved heterogeneity (UH) affects 
the behaviour of heterogeneous cohorts via intra-
cohort selection and contributes to inter-individual 
variance in demographic outcomes such as longevity 
and lifetime reproduction. Variance is also produced 
by individual stochasticity, due to random events in 
the life cycle of wild organisms, yet no study thus far 
has attempted to decompose the variance in demo-
graphic outcomes into contributions from UH and 
individual stochasticity for an animal population 
in the wild. We developed a stage-classified matrix 
population model for the southern fulmar breeding 
on Ile des Pétrels, Antarctica. We applied multievent, 
multistate mark-recapture methods to estimate a 
finite mixture model accounting for UH in all vital 
rates and Markov chain methods to calculate demo-
graphic outcomes. Finally, we partitioned the vari-
ance in demographic outcomes into contributions 
from UH and individual stochasticity. We identify 
three UH groups, differing substantially in longevity, 
lifetime reproductive output, age at first reproduction 
and in the proportion of the life spent in each repro-
ductive state. -14% of individuals at fledging have 
a delayed but high probability of recruitment and 
extended reproductive life span. -67% of individuals 
are less likely to reach adulthood, recruit late and skip 
breeding often but have the highest adult survival 
rate. -19% of individuals recruit early and attempt to 
breed often. They are likely to raise their offspring 
successfully, but experience a relatively short life 
span. Unobserved heterogeneity only explains a small 
fraction of the variances in longevity (5.9%), age at 
first reproduction (3.7%) and lifetime reproduction 
(22%). UH can affect the entire life cycle, including 
survival, development and reproductive rates, with 
consequences over the lifetime of individuals and 
impacts on cohort dynamics. The respective role of 
UH vs. individual stochasticity varies greatly among 
demographic outcomes. We discuss the implication 
of our finding for the gradient of life-history strate-
gies observed among species and argue that indi-
vidual differences should be accounted for in demo-
graphic studies of wild populations.

 Reference: [20]

3. Title: The impact of individual-level heterogeneity 
on estimated infectious disease burden: a simulation 
study.

 Abstract: BACKGROUND: Disease burden is not 
evenly distributed within a population; this uneven 
distribution can be due to individual heterogeneity in 
progression rates between disease stages. Composite 
measures of disease burden that are based on disease 
progression models, such as the disability-adjusted 
life year (DALY), are widely used to quantify the cur-
rent and future burden of infectious diseases. Our 
goal was to investigate to what extent ignoring the 
presence of heterogeneity could bias DALY computa-
tion.

 METHODS: Simulations using individual-based 
models for hypothetical infectious diseases with 
short and long natural histories were run assuming 
either "population-averaged" progression probabili-
ties between disease stages, or progression probabili-
ties that were influenced by an a priori defined indi-
vidual-level frailty (i.e., heterogeneity in disease risk) 
distribution, and DALYs were calculated.

 RESULTS: Under the assumption of heterogeneity 
in transition rates and increasing frailty with age, the 
short natural history disease model predicted 14% 
fewer DALYs compared with the homogenous popu-
lation assumption. Simulations of a long natural his-
tory disease indicated that assuming homogeneity 
in transition rates when heterogeneity was present 
could overestimate total DALYs, in the present case 
by 4% (95% quantile interval: 1-8%).

 CONCLUSIONS: The consequences of ignoring 
population heterogeneity should be considered when 
defining transition parameters for natural history 
models and when interpreting the resulting disease 
burden estimates.

 Reference: [21]

4. Title: Estimation of heterogeneity in malaria trans-
mission by stochastic modelling of apparent devia-
tions from mass action kinetics.
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 Abstract: BACKGROUND: Quantifying heterogene-
ity in malaria transmission is a prerequisite for accu-
rate predictive mathematical models, but the variance 
in field measurements of exposure overestimates 
true micro-heterogeneity because it is inflated to an 
uncertain extent by sampling variation. Descriptions 
of field data also suggest that the rate of Plasmodium 
falciparum infection is not proportional to the inten-
sity of challenge by infectious vectors. This appears 
to violate the principle of mass action that is implied 
by malaria biology. Micro-heterogeneity may be the 
reason for this anomaly. It is proposed that the level 
of micro-heterogeneity can be estimated from sta-
tistical models that estimate the amount of variation 
in transmission most compatible with a mass-action 
model for the relationship of infection to exposure.

 METHODS: The relationship between the entomo-
logical inoculation rate (EIR) for falciparum malaria 
and infection risk was reanalysed using published 
data for cohorts of children in Saradidi (western 
Kenya). Infection risk was treated as binomially dis-
tributed, and measurement-error (Poisson and nega-
tive binomial) models were considered for the EIR. 
Models were fitted using Bayesian Markov chain 
Monte Carlo algorithms and model fit compared 
for models that assume either mass-action kinetics, 
facilitation, competition or saturation of the infection 
process with increasing EIR.

 RESULTS: The proportion of inocula that resulted 
in infection in Saradidi was inversely related to the 
measured intensity of challenge. Models of facilita-
tion showed, therefore, a poor fit to the data. When 
sampling error in the EIR was neglected, either com-
petition or saturation needed to be incorporated in 
the model in order to give a good fit. Negative bino-
mial models for the error in exposure could achieve 
a comparable fit while incorporating the more par-
simonious and biologically plausible mass action 
assumption. Models that assume negative binomial 
micro-heterogeneity predict lower incidence of 
infection at a given average exposure than do those 
assuming exposure to be uniform. The negative bino-
mial model moreover provides an estimate of the 
variance of the within-cohort distribution of the EIR 
and hence of within cohort heterogeneity in expo-
sure.

 CONCLUSION: Apparent deviations from mass 
action kinetics in parasite transmission can arise 

from spatial and temporal heterogeneity in the inoc-
ulation rate, and from imprecision in its measure-
ment. For parasites like P. falciparum, where there is 
no plausible biological rationale for deviations from 
mass action, this provides a strategy for estimating 
true levels of heterogeneity, since if mass-action is 
assumed, the within-population variance in expo-
sure becomes identifiable in cohort studies relating 
infection to transmission intensity. Statistical analy-
ses relating infection to exposure thus provide a valid 
general approach for estimating heterogeneity in 
transmission but only when they incorporate mass 
action kinetics and shrinkage estimates of exposure. 
Such analyses make it possible to include realistic 
levels of heterogeneity in dynamic models that pre-
dict the impact of control measures on transmission 
intensity.

 Reference: [22]

5. Title: A class of latent Markov models for capture-
recapture data allowing for time, heterogeneity, and 
behavior effects.

 Abstract: We propose an extension of the latent class 
model for the analysis of capture-recapture data 
which allows us to take into account the effect of a 
capture on the behavior of a subject with respect 
to future captures. The approach is based on the 
assumption that the variable indexing the latent class 
of a subject follows a Markov chain with transition 
probabilities depending on the previous capture his-
tory. Several constraints are allowed on these transi-
tion probabilities and on the parameters of the condi-
tional distribution of the capture configuration given 
the latent process. We also allow for the presence of 
discrete explanatory variables, which may affect the 
parameters of the latent process. To estimate the 
resulting models, we rely on the conditional maxi-
mum likelihood approach and for this aim we outline 
an EM algorithm. We also give some simple rules for 
point and interval estimation of the population size. 
The approach is illustrated by applying it to two data 
sets concerning small mammal populations.

 Reference: [23]

6. Title: Analysis of the relationship between socioeco-
nomic factors and stomach cancer incidence in Slo-
venia.
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 Abstract: An unequal population distribution of well-
known major risk factors explains much of the vari-
ation in the incidence of stomach cancer worldwide. 
The aim of this study was to determine whether geo-
graphical variation of the stomach cancer incidence 
rate between Slovenia’s municipalities during years 
1995-2001 could partially be explained by variations 
in the socioeconomic status as an indirect stomach 
cancer risk factor. A composite measure of each 
region’s socioeconomic status, labelled as deprivation 
index, was created from basic socioeconomic char-
acteristics of each municipality using factor analy-
sis. Municipalities’ standardized incidence ratios for 
all stomach cancers and non-cardia stomach cancer 
were calculated. A fully Bayesian spatial model with 
a conditionally autoregressive prior was applied using 
Markov chain Monte Carlo techniques and Win-
BUGS software. Spatially smoothed maps of stomach 
cancer incidence rates by 192 Slovenian municipali-
ties show a clear west-to-east gradient. This pattern 
resembles the geographical variation of socioeco-
nomic indices, but these indices are not significant 
predictors of stomach cancer incidence. Geographi-
cal variation of stomach cancer incidence in Slovenia 
could be partially explained by the heterogeneous 
socioeconomic characteristics of its municipalities. It 
is possible that the socioeconomic status indices used 
in our study were not enough powerful predictors 
of stomach cancer risk. Some further methodologi-
cal research is needed to explain why this association 
was not statistically evident with the current mod-
eling approach.

 Reference: [24]

7. Title: Calculation of disease dynamics in a population 
of households.

 Abstract: Early mathematical representations of 
infectious disease dynamics assumed a single, large, 
homogeneously mixing population. Over the past 
decade there has been growing interest in models 
consisting of multiple smaller subpopulations (house-
holds, workplaces, schools, communities), with the 
natural assumption of strong homogeneous mixing 
within each subpopulation, and weaker transmission 
between subpopulations. Here we consider a model 
of SIRS (susceptible-infectious-recovered-suscepti-
ble) infection dynamics in a very large (assumed infi-
nite) population of households, with the simplifying 
assumption that each household is of the same size 

(although all methods may be extended to a popula-
tion with a heterogeneous distribution of household 
sizes). For this households model we present efficient 
methods for studying several quantities of epidemio-
logical interest: (1) the threshold for invasion; (2) the 
early growth rate; (3) the household offspring distri-
bution; (4) the endemic prevalence of infection; and 
(5) the transient dynamics of the process. We utilize 
these methods to explore a wide region of parameter 
space appropriate for human infectious diseases. We 
then extend these results to consider the effects of 
more realistic gamma-distributed infectious periods. 
We discuss how all these results differ from standard 
homogeneous-mixing models and assess the impli-
cations for the invasion, transmission and persis-
tence of infection. The computational efficiency of 
the methodology presented here will hopefully aid in 
the parameterisation of structured models and in the 
evaluation of appropriate responses for future disease 
outbreaks.

 Reference: [25]

8. Title: Estimating heterogeneous transmission with 
multiple infectives using MCMC methods.

 Abstract: We developed a general procedure for esti-
mating the transmission probability adjusting for 
covariates when susceptibles are exposed to several 
infectives concurrently and taking correlation within 
transmission units into account. The procedure is 
motivated by a study estimating efficacy of pertus-
sis vaccination based on the secondary attack rate in 
a rural sub-Saharan community (Niakhar, Senegal) 
and illustrated with simulations. The procedure is 
also appropriate to estimate the pairwise transmis-
sion probability in transmission studies of live vac-
cine virus in a collection of transmission units, such 
as day-care centres or retirement centres. Previously, 
analyses either excluded transmission units with 
multiple infectives or ignored co-infectives. Exclud-
ing transmission units with multiple infectives is sta-
tistically less efficient and ignoring co-infectives can 
lead to biased estimation. Modelling is carried out by 
regressing the latent pairwise transmission probabil-
ity from each infective to a susceptible on covariates 
and specifying a transmission linkage function link-
ing the latent pairwise transmission probability to the 
overall transmission probability. Parameters are esti-
mated using Markov chain Monte Carlo methods.
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 Reference: [26]

 9. Title: Mortality of a heterogeneous cohort; descrip-
tion and implications.

 Abstract: A recent model for heterogeneous mortal-
ity by Vaupel et al. is shown to be based on incor-
rect definitions. An alternative formulation is pre-
sented. The results indicate that current methods 
for computing the survivorship and life expectation 
functions underestimate the true values. A method 
is given for determining the possible magnitude of 
this underestimation. The method is illustrated by a 
numerical example using U.S. data.

 Reference: [27]
 10. Title: A New Approach to Estimating Life Tables 

with Covariates and Constructing Interval Esti-
mates of Life Table Quantities.

 Abstract: Extant approaches to constructing life tables 
generally rely on the use of population data, and 
differences between groups defined by discrete 
characteristics are examined by disaggregating the 
data before estimation. When sample data are used, 
few researchers have attempted to include covari-
ates directly in the process of estimation, and fewer 
still have attempted to construct interval estimates 
for state expectancies when covariates are used. In 
this paper, we present a Bayesian approach that is 
useful for producing interval estimates for single-
decrement, multiple-decrement, and multistate life 
tables. The method involves (1) estimating a haz-
ard or survival model using Bayesian Markov chain 
Monte Carlo (MCMC) methods to produce a sam-
ple from the posterior distribution for the param-
eters of the model; (2) generating distributions of 
transition probabilities for selected values of covar-
iates using the sample of model parameters; (3) 
using these distributions of transition probabilities 
as inputs for life table construction; and (4) sum-
marizing the distribution of life table quantities. 
We illustrate the method on data simulated from 
the Berkeley Mortality Database, data from the 
National Health and Nutrition Examination Survey 
(and follow-ups), and data from the National Long 
Term Care Survey, and we show how the results 
can be used for hypothesis testing.

 Reference: [28]

 11. Title: Disaggregation of Statistical Livestock Data 
Using the Entropy Approach.

 Abstract: A process of agricultural data disaggregation 
is developed to address the lack of updated disag-
gregated data concerning main livestock catego-
ries at subregional and county level in the Alentejo 
Region, southern Portugal. The model developed 
considers that the number of livestock units is a 
function of the agricultural and forest occupation, 
and data concerning the existing agricultural and 
forest occupation, as well as the conversion of live-
stock numbers into normal heads, are needed in 
order to find this relation. The weight of each live-
stock class is estimated using a dynamic process 
based on a generalized maximum entropy model 
and on a crossentropy minimization model, which 
comprises two stages. The model was applied to 
the county of Castelo de Vide and their results were 
validated in cross reference to real data from differ-
ent sources.

 Reference: [29]

 12. Title: Life table methods for heterogeneous popula-
tions: distributions describing the heterogeneity.

 Abstract: Taking account of heterogeneity between the 
individuals in population based mortality studies is 
important. A systematic way of describing hetero-
geneity is by an unobserved quantity called frailty, 
entering the hazard multiplicatively. Until now 
most studies have used a gamma distributed frailty, 
which is mathematically convenient; for example, 
the distribution among survivors is also gamma. 
This paper shows that several other distributions 
have equally simple properties, the main example 
being the inverse Gaussian distribution. Conse-
quences of the different distributions are examined; 
the inverse Gaussian makes the population homo-
geneous with time, whereas for the gamma the rel-
ative heterogeneity is constant.

 Reference: [30]

 13. Title: Obtaining Multistate Life Table Distributions 
for Highly Refined Subpopulations From Cross-
Sectional Data: A Bayesian Extension of Sullivan’s 
Method.

 Abstract: Multistate life table methods are often used 
to estimate the proportion of remaining life that 
individuals can expect to spend in various states, 
such as healthy and unhealthy states. Sullivan’s 
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method is commonly used when panels containing 
data on transitions are unavailable and true multi-
state tables cannot be generated. Sullivan’s method 
requires only cross-sectional mortality data and 
cross-sectional data indicating prevalence in states 
of interest. Such data often come from sample 
surveys, which are widely available. Although the 
data requirements for Sullivan’s method are mini-
mal, the method is limited in its ability to produce 
estimates for subpopulations because of limited 
disaggregation of data in cross-sectional mortality 
files and small cell sizes in aggregated survey data. 
In this article, we develop, test, and demonstrate a 
method that adapts Sullivan’s approach to allow the 
inclusion of covariates in producing interval esti-
mates of state expectancies for any desired subpop-
ulation that can be specified in the cross-sectional 
prevalence data. The method involves a three-
step process: (1) using Gibbs sampling to sample 
parameters from a bivariate regression model; (2) 
using ecological inference for producing transition 
probability matrices from the Gibbs samples; (3) 
using standard multistate calculations to convert 
the transition probability matrices into multistate 
life tables.

 Reference: [10]

 14. Title: On the heterogeneity of human populations 
as reflected by mortality dynamics.

 Abstract: The heterogeneity of populations is used to 
explain the variability of mortality rates across the 
lifespan and their deviations from an exponential 
growth at young and very old ages. A mathemati-
cal model that combines the heterogeneity with 
the assumption that the mortality of each constitu-
ent subpopulation increases exponentially with 
age, has been shown to successfully reproduce the 
entire mortality pattern across the lifespan and its 
evolution over time. In this work we aim to show 
that the heterogeneity is not only a convenient con-
sideration for fitting mortality data but is indeed 
the actual structure of the population as reflected 
by the mortality dynamics over age and time. In 
particular, we show that the model of heterogene-
ous population fits mortality data better than other 
commonly used mortality models. This was dem-
onstrated using cohort data taken for the entire 
lifespan as well as for only old ages. Also, we show 
that the model can reproduce seemingly contra-
dicting observations in late-life mortality dynam-
ics. Finally, we show that the homogenisation of a 

population, observed by fitting the model to actual 
data of consecutive periods, can be associated with 
the evolution of allele frequencies if the heteroge-
neity is assumed to reflect the genetic variations 
within the population.

 Reference: [31]

Appendix 2: Disaggregation details
Given mortality rate ratios  rmort

1,t , . . . , rmort
n,t  for timestep t 

with mk ,t = rmort
k ,t m1,t for each sub-population k , our goal 

is to find sub-population mortality rates mk ,t such that:

for each timestep t . By substituting mk ,t = rmort
k ,t m1,t 

into the constraint, we obtain the equation:

Consider the constraint for the first timestep, where 
t = 1.

Let x := e−m1,1 . If we assume that m1,1 ≥ 0 , then 
0 < x ≤ 1 . By substituting x into the equation, we 
obtain:

Let f :=

n
∑

k=1

Ak ,0x
rk ,1mort

− A0e
−m1 = 0 . Assuming 

that Ak ,0 ≥ 0 for each k , and A0 =

n
∑

k=1

Ak ,0 , it can be 

seen that f (0) < 0 and f (1) ≥ 1 . Since f  is monotoni-
cally increasing in the interval (0, 1], this implies that f  
has a unique root for x ∈ (0, 1]. Let x′ be the unique 
root for f  in the interval (0, 1]. Then m′

1,1 := − log
(

x′
)

 is 
the unique rate in the interval [0,∞) that satisfies the 
constraint. By using the rate ratios, we can obtain mor-
tality rates for each sub-population at time t = 1 in 
terms of m′

1,1 such that the sub-population quantities 
for the alive compartment are consistent with the 
aggregate population at t = 1 . In order to obtain a value 
for x′ , one can use one of several root finding methods 
to obtain a root for f (x) in the interval (0, 1] , such as 
Brent’s method [32].

Once the sub-population mortality rates are known 
for t = 1 , we can use the recursive formulae for the 

At−1e
−mt =

n
∑

k=1

Ak ,t−1e
−mk ,t

At−1e
−mt =

n
∑

k=1

Ak ,t−1e
−rmort

k ,t m1,t

A0e
−m1 =

n
∑

k=1

Ak ,0e
−rmort

k ,1 m1,1

n
∑

k=1

Ak ,0x
rk ,1mort

− A0e
−m1 = 0
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alive and dead populations to obtain explicit val-
ues for the population quantities Ak ,1 and Dk ,1 . The 
above process can then be repeated for t = 2 with the 
constraint

to obtain the unique rate m′
1,2 which satisfies the con-

straint. By continuing to iterate this process, we can 
compute the sub-population mortality rates and popu-
lation quantities up to any time period.

We summarize this procedure as the following 
algorithm.

Mortality Lifetable Disaggregation Algorithm

Input:
•  mt , At for each timestep t
•Ak,0 for each sub-population k
•rmort
k ,t  for each sub-population k and timestep t

Output:
•Values for mk,t and Ak,t for each sub-population k and timestep t  that 
are consistent with mt , At at each timestep t

for each timestep t  in order from t = 1

Let f :=
n
∑

k=1

Ak,t−1x
rk,tmort

− At−1e
−mt = 0

Find the unique root x′ for f  in the interval (0, 1]

for k = 1, . . . , n
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